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Figure 13. Envelope models employing 7(t) relations on the monochro-
matic Tsooo-scale in combination with the usual Rosseland opacities have
systematically shallower convection zones, except for the coolest part of the
erid where the convective envelopes deepen. Also compare with Fig. 8. See
Fig. 1 for further explanation of plot.

models more massive than the Sun having deeper convective en-
velopes when applying a consistent set of 7(t) relations and opac-
ities. Our solar case has a convection zone deeper by 0.3 per cent
of R with the consistent combination. The one simulation with
a fairly large change, 1.4 per cent of its radius, also has the largest
K 5000/ K Ross-Tatio in the photosphere. This ratio only exceeds unity
in the photospheres of the stars along the low-T. border of our grid.
This ratio does exceed unity for all the other simulations at some
point higher in their atmospheres.

We recommend to use modern 7(t) relation based on modern
opacities, and if possible, using those same opacities in the at-
mospheres of the stellar structure models. This is both to ensure
consistency and in order to try to separate radiative and convective
effects. This makes it possible to have the correct behaviour for stars
other than the Sun, which still provides the strongest observational
constraints for an « calibration.

From the above analysis, we have seen how the depth of the
convective envelope depends on three parameters of the atmosphere:
the mixing length, «, the T(7) relation and the opacity. Conversely,
it is also clear that an inadequate knowledge of 7(r) relation and
atmospheric opacity can be absorbed into «, so that different MLT
parameters can result in the same overall stellar structure (i.e. result
in the deep convective envelope lying on the same adiabat). This is
the most likely reason for the variation in the solar-calibrated o) in
the literature. Consistent treatment of the atmosphere will hopefully
tighten the range of a .

7.3 Calibrating o with fixed 7(7) relation

In many cases stellar models are computed using scaled solar 7(t)
relations; this includes many of the « calibrations against observa-
tions discussed below (see Section 8.2). We therefore performed
such a calibration, based on a fit to the quiet-Sun stratification of
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Figure 14. A calibration of MLT « based on 1D envelope models using
scaled solar 7() relations from the semi-empirical VAL-C solar atmosphere
model Vernazza et al. (1981). We show the difference in « from this calibra-
tion, and the one shown in Fig. 4 based on individual 7(7) relations of the
convection simulations. The singular positive value for our coolest dwarf is
discussed in Section 7.3.

the semi-empirical atmosphere model of Vernazza, Avrett & Loeser
(1981), referred to as VAL-C.

This choice of T(7) relation is the default in, e.g. the ASTEC stel-
lar structure code (Christensen-Dalsgaard 2008) and the closely
related stellar envelope code employed here. ASTEC is also part of
the Asteroseismic Modeling Portal (AMP) by Metcalfe, Creevey
& Christensen-Dalsgaard (2009). AMP was used for the seismic «
calibrations of Mathur et al. (2012), Bonaca et al. (2012) and Met-
calfe et al. (2014). For this experiment only, we use the envelope
code with its default choice of 7(t) relation.

In Fig. 14, we show the differences in « between this calibration
with fixed 7(t) relation, and our full calibration with individual
T(7) relations from the simulations (Section 6 and Fig. 4). In both
cases the calibrations are performed as outlined in Section 5, the
only difference being the choice of 7(7) relation. We note that with
the VAL-C atmosphere, o calibrates to systematically larger values
than in the full calibration, except for our coolest dwarf simulation
(No. 36 of Table 1). For that case «(VALC) is 0.41 smaller. This
is a robust result. We have traced this change of sign and magni-
tude of «s sensitivity to the 7(t) relation, to an extended overlap
of the photosphere and the top of the convection zone in the en-
velope model. The convective flux increases from 3.2 percent to
28 per cent of the total flux, at T = 1 between the two coolest dwarf
simulations in our grid. Constructing 10 envelope models, with pa-
rameters linearly interpolated between the two calibrated models,
we find a continuous, but rapid increase of the photospheric con-
vective flux fraction towards lower T.g. At T = 2 the increase is
from 6.7 per cent to 43 per cent. The consequence is that the 7(t)
relation very directly determines the adiabat of the convection zone
of the coolest dwarf, whereas the warmer models have the structure
effects of the 7T(t) relation diminish with depth, before apprecia-
ble convection is reached. We have further attributed the outward
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migration of the convection zone to the effect of H, dissociation on
Va4, which for this cool dwarf model is suppressed from its fully
ionized value of 2/5 to 0.095 centred at log T = —2.8 and a value
of 0.23 at T = 1. The outward decrease in V,q induces a shoulder
in Feon, increasing in amplitude as the H, feature in V,4 moves
inwards with decreasing T.s. This extension of convection into the
photosphere by H, dissociation, was also found by Nordlund &
Stein (2001).

We also see this phenomenon in our 3D simulation, with similar
behaviour of V,4 and a corresponding shoulder on F¢oyy. In 3D the
feature is smoothed, compared with the 1D model, by the convec-
tive fluctuations. The effect is therefore not due to the atmospheric
simplifications of 1D models; rather its physical reality is supported
by our 3D simulations.

The effect of the difference in 7(t) relation is to increase the
overall density of the 1D envelope by about 0.1 dex, translating
into the large difference in «. For all the other cases, the resulting
change in interior density is small and negative. We have not yet
found the underlying reason for this difference. For our solar case,
a(VALQC) is 0.09 larger than the calibration with its own 3D T(t)
relation. The difference is a minimal 0.013 for our 7. = 4962 K
giant (simulation No. 2 of Table 1) and largest for the simulations
with T around 6 400 K, as well as for the next coolest dwarf
(simulation No. 37 of Table 1).

7.4 Is 0d.,/da always positive?

An analytical analysis of dd.,/0«a was carried out by Christensen-
Dalsgaard (1997, hereafter C-D97). His analysis was concerned
with a highly simplified but instructive model: approximating the
convective envelope with a mass-less (assuming all the stellar mass
resides in the radiative interior) polytrope of index y, which relates
pressure, p, to density, o, through p = Kp”. Further assuming hy-
drostatic equilibrium and a fully ionized perfect gas, he obtained
the differential of the stellar radius, R, (C-D97, equation 9)

R\? R, [0lnK
6R=—Hp(7) dln pey + 2 [SRE LY

CczZ

-1
0lnpe|,
Y

CczZ

(12)

where r,, 3 is the radius of the bottom of the convection zone and
H, is the pressure scaleheight at r,. Using C-D97’s equation 6, we
define C,

4—«r _ 0Olnp,
G—rn)y =D -y, +1) oMK’

C = 13)

which contains the temperature and pressure derivatives of the
Rosseland opacity,

Olnk O0lnk (14)
Ky = S N K, = 5
! olnT/, ! olnp/,

at r.,. With equation (13), we can eliminate the pressure, p,, in
equation (12) and using C-D97’s equation 15

dln K NZAS
dlna ¢

15)

3 Note that C-D97 used the symbol d_, for the absolute depth of the con-
vection zone, whereas we use it for the relative depth. Compared with his
equations, all occurrences of d., are therefore multiplied by R (r¢, is un-
changed).
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where ¢, is the specific heat at constant pressure at r.,, we arrive at

AR R\*? R, 1-C 1] 2as

=¢CH,| — | — Cy + —. (16)

Olna Ve Ve Y Cp

As is the change of specific entropy from the entropy minimum

at the top of the convection zone, and down to the adiabatic part,

integrating over the peak in the superadiabatic gradient near the sur-

face. This entropy change is positive according to the Schwarzschild

criterion for convective instability, equation (1).

For the location of the bottom of the convection zone, C-D97
found

Ore, _CH 2As (17)
dlne 7 ¢
Combining equations (16) and (17) with §(Rd,,) = éR — dr,, and
8(Rd., SR
8dcz: ( ) _dczi’ (18)
R R
we finally obtain
od,, C H 1-C 2A
= 2o - g, (19)
Olna Fez y ¢

In order for this to be positive, we therefore require the curly bracket

to be positive. This can be recast into the surprisingly simple in-

equality

re, 4 —kr
>

H, «,+1

for C; <0, (20)

(assuming that 4 — x7 > 0) and the opposite inequality for C; > 0.
Under which circumstances do we have C; < 0? From equation
(13), we find that this is the case when

4—KT
4—kr—(p+ 1)~

At the bottom of convective envelopes this is often fulfilled since k1
is negative and of large absolute value and «, is positive and small,
so that the right-hand side of equation (21) will not be much larger
than 1. In the solar case, with k7 = —3.61 and «, = 0.58 we get
1.22, which indeed is smaller than the fully ionized, ideal gas value
of y =5/3.

The bottom of a convective envelope occurs where the radiative
temperature gradient drops below the adiabatic temperature gradi-
ent (cf. equations 1 and 10). Assuming that the convective envelope
is not deep enough to reach into the core (in which case the assump-
tions of mass-less envelope and constant luminosity would break
down), the drop in V., will be due to a decrease in opacity. We
therefore expect a large and negative «7. The pressure dependence
of the opacity is generally much weaker than the temperature de-
pendence, and it is in general positive. The criterion for the depth of
a convective envelope to increase with ¢, will therefore in general
be that of equation (20), which is fulfilled for all the stars considered
in this paper. In particular, for the Sun the above analysis results
in 9d.,/0a = 0.16. Despite the differences in the two methods;
analytic versus numerical and simplified full stellar model versus
detailed, but truncated envelope models, this value is close to our
result, 0d., /0o = 0.12.

y > @n

8 OBSERVATIONAL CONSTRAINTS

8.1 Depth of the solar convection zone

One of the simulations in our grid, No. 30, corresponds to the Sun,
and we have carefully adjusted the entropy of the inflowing gas
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(a constant) to obtain an effective temperature of 5774 £ 15 K, in
agreement with that derived from total solar irradiance (TSI) ob-
servations: T o = 5777 &+ 2.5 K, (Willson & Hudson 1988). A
recent, but contentious, reassessment by Kopp & Lean (2011) of
a number of space-based, TSI measurements, find a significantly
lower quiet-Sun TSI of Sy = (1.3608 £ 0.0005) x 105 W m~2, cor-
responding to T o = 5770.35 £ 0.15 K. This is, however, well
inside the rms scatter of our solar simulation. The composition of
this simulation is X = 73.70 per cent and Z = 1.800 per cent, as for
the rest of the grid, and as detailed in Section 3. This is very close
to the X = 73.73 per cent and Z = 1.806 per cent composition of the
present day convection zone of model S (Christensen-Dalsgaard
et al. 1996).

Matching this simulation to an envelope-model gives
o =1.76 £0.03, 8 = 0.81 £ 0.06 and a depth of the solar convec-
tion zone, d., = 0.2791 & 0.0009 R This is within a mere 2.50
of the value inferred from inversion of helioseismic observations:
d.,; = 0.287 £ 0.003 R (Christensen-Dalsgaard, Gough & Thomp-
son 1991) and d., = 0.287 £ 0.001 R (Basu & Antia 1997). It is
interesting to note that the d, that results from our calibrated o is
only a little deeper than the d., = 0.276 R¢; found by, e.g. Serenelli
et al. (2009), from matching L and Ry of models based on the
Asplund et al. (2009) abundances. The uncertainties that we quote
for our results are the rms scatter resulting from performing the full
fitting of 7(r) relations and envelope-matching for the individual
time-steps of the relaxed and horizontally averaged simulation. No
attempt at accounting for systematic effects has been carried out
here.

As indicated below equation (4), there are two more parameters
to standard MLT: ® and 5. These MLT parameters and « are not
linearly independent and we therefore limit ourselves to add 7 to
our discussion, keeping & = 2. As stated earlier, the o calibration
presented here, does not reproduce the atmospheric structure of the
3D simulations, it is rather constructed to reproduce the structure
inside the chosen matching point. That means the extra free param-
eter of MLT can be used for matching some other feature of the
3D simulations. We choose the height of the superadiabatic peak,
and the amplitude of superadiabaticity at the matching point, as two
illustrative examples.

Fitting n with respect to the height of the superadiabatic peak
we get « = 1.84, B = 0.79 and n = 0.0749, resulting in
d., =0.2792 R(5, also about 2.50 shallower than inferred from he-
lioseismology. The peak in the superadiabatic gradient is increased
from 0.554 in our standard calibration, to 0.695 with this new value
of n.

If on the other hand we adjust the form factor, 7, so as to obtain
the same V at the matching point, then we get @ = 3.61, 8 = 0.50
andn =6.41 x 107*, and ad,, = 0.2816 R, 1.70 shallower than
the helioseismic result. However, the peak of the superadiabatic
gradient becomes non-physically large, reaching a value of 2.154,
about 100 km below the photosphere. This is 3.1 times larger than
what we find in the solar simulation and even more than twice as
large as the superadiabatic gradient averaged over only the upflows
in the simulation.

That 7, ¢ and V cannot be simultaneously matched at a common
pressure-point (with plausible parameters), indicates that the MLT
formulation converges slowly, if ever, towards the superadiabatic
gradient, V — V4, of a real convective envelope. This might be due
to the neglect of kinetic-flux in the MLT formulation, as discussed
in Section 2.

Note that the depth of the solar convection zone, as found above,
results from ab initio calculations, from the EOS and opacity calcu-
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lations, to the RHD simulations. Apart from the defining parameters
(surface gravity, entropy of the inflows at the bottom, and the com-
position), the adjustable parameters that enter the simulations are
the resolution, the viscosity coefficients, and the size of the time-
step relative to the Courant time. These are tuned to resolve the
thermal boundary layer at T = 1 and the convective structures, to
minimize numerical diffusion while avoiding numerical noise, and
to minimize the computing time against accuracy. None of these are
adjusted to fit solar observations and these parameters are therefore
not ‘adjustable parameters’ in the conventional sense. In particular,
no parameters have been adjusted to obtain a certain atmospheric
entropy jump, or by implication, a certain mixing length, «. The
close agreement with helioseismology is therefore very encourag-
ing.

We also note that the « calibration is insensitive to the new abun-
dances by Asplund et al. (2009), since these differ by having lower
C, N and O abundances than what we employ, whereas the Fe abun-
dance is unchanged. The latter greatly affects the solar atmosphere,
but C, N and O provide little opacity here, and have little effect
on the solar surface layers. The calibration is performed entirely
on quantities that are minimally affected by such abundance dif-
ferences, and in a region of each model with minimal sensitivity
to these differences. The translation to a depth of the convective
envelope, however, depends on the opacity at the bottom of the con-
vection zone which has major contributions from oxygen (Badnell
et al. 2005).

8.2 Some calibrations against stellar observations

There are several semi-empirical calibrations of the mixing length,
based on stellar evolution calculations of binaries or stellar clus-
ters, solving for a common age of the stars under the observational
constraints. These cannot be compared directly with each other or
with our work, since they will depend on details of the adopted con-
vection formulation and treatment of the outer boundary condition,
as discussed in Section 7. It is, fortunately, a widespread practice
to also provide a ;) of a solar model calibrated to the present ra-
dius and luminosity (Gough & Weiss 1976), and the differential
behaviour with respect to the Sun should be much more robust. In
the following, we therefore compare with our results scaled to the
ag of each study, as well as with our unscaled results.

In such a semi-empirical calibration of the o Cen system, Morel
et al. (2000) found a4 5 = (1.86700¢, 1.97713), whereas we find
values for the two components of 1.75 &+ 0.03 and 1.76 £ 0.02, re-
spectively (No. 24 and 34 in Table 1 and Fig. 1). Yildiz (2007) found
that « values of 1.64 for the primary and 1.58 for the secondary can
reproduce both classic and seismic observational constraints. These
are all shown in the right-hand-side of Fig. 15 d. We notice that
the results of Morel et al. (2000) decrease with T, ours are both
indistinguishable from the solar value, and those of Yildiz (2007)
increase with T.y. The latter have no error bars, but we have as-
signed a o, = 0.05 based on the scatter in @ between the models
used for his analysis. The absolute values of different mixing-length
calibrations are not expected to agree, since they depend on details
in the modelling of the atmospheres. The differences between the
two components should be more reliable, though, and we note that
all three calibrations can be brought to overlap when each pair is
allowed to shift vertically. Also note, however, that only the results
of Morel et al. (2000) overlap with their solar-calibrated 5 (same
value for those two calibrations) shown with black dotted line.
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Figure 15. Comparison between our oy calibration (red diamonds, error
bars are similar to the symbol size) and some semi-empirical calibrations
from the literature (black crosses with error bars). The respective solar
calibrations of those studies are shown with horizontal black dotted lines,
and the green squares show our results scaled to those solar values. The
horizontal red dotted lines show our o). Binaries are connected with grey
lines and labelled. See text for details on the six semi-empirical calibrations
shown here. Our solar metallicity calibration has been extrapolated in Tefr
to obtain the values for the metal-poor globular clusters in the left-hand side
of panel (d), as explained in the text.

Stassun et al. (2004) performed a calibration on a pre-main-
sequence (PMS) eclipsing binary in Orion, V1174 Ori. Their obser-
vations and analysis favour inefficient convection of about ¢ = 1.0
(compared with their ¢ = 1.9) in the pair. This is also supported
by the only 0.2-0.3 dex depletion of lithium in the 1.01 M, primary
component, while the 0.73 M, secondary displays more than 1 dex
depletion. These « values do not agree with our calibration, how-
ever, where the primary should have «x = 1.06a . The secondary
lies 600 K outside our grid, along a steep gradient, and we attempt
no extrapolation. The nearest point in our grid has o = 2.02. Stassun
et al. (2004) kept « identical for the two components, which might
account for some of their problems fitting both stars to the same
PMS evolution calculations.

By matching observed and model properties Fernandes et al.
(1998) found that three sets of nearby visual binaries could all
be described with a solar mixing length of 1.7 & 0.3. Within
the error bars, this is consistent with our calibration, although we
would expect larger values for the cooler secondary components,
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as shown in Fig. 15(b). Fernandes, Morel & Lebreton (2002) stud-
ied the visual binary 85 Peg and found a{**(85 Peg) = 1.80 & 0.05
and 8™ (85Peg) = 2.14 & 0.10, compared with their solar value
of 1.9. This last result is in excellent absolute agreement with
ours, a3P(85Peg) = 1.76 £ 0.02 and «;P(85 Peg) = 2.05 & 0.03,
as shown in Fig. 15 a.

Chieffi, Straniero & Salaris (1995) calibrated o against Galac-
tic globular clusters, by either calibrating the temperatures of
the red-giant branches (RGBs) or the slope of the MS. This lat-
ter method depends on « being constant in 7. and log g, from
the faint end of the MS to 2 mag below the turn off. They di-
vided their results into two metallicity groups, [Fe/H] = —1.3
and —2.3, both with statistically insignificant differences between
the MS and the RGB, but a tentative increase with metallicity.
The lack of change between the MS and the RGB, along with
the location of ¢ = 9 Gyr isochrones, agrees with the triangular
plateau we find in our calibration for solar metallicity. Their re-
sults of a = 2.25, arge([Fe/H] = —1.3) = 1.91 £ 0.09 and
arce([Fe/H] = —2.3) = 1.55 £ 0.23 is consistent with a linear
increase with metallicity, assuming similar behaviour with T and
log g at all metallicities.

Fitting to observed RGBs of 28 Galactic globular clusters as func-
tion of metallicity in the range —2.15 < [Fe/H] < —0.2, Ferraro
et al. (2006) found that the Sun and the RGB could be modelled
with a common mixing length of 2.17, independent of metallicity.
This followed from using the classic Anders & Grevesse (1989)
abundances with (Z/X)o = 0.0275. Using instead the more mod-
ern abundances of Lodders (2003), with (Z/X) = 0.0117, they
found o = 1.86 and args == 2, likewise independent of metal-
licity, as shown in Fig. 15 d. This result contradicts the findings of
Chieffi et al. (1995) mentioned above. Our results for this case are
extrapolations to both lower T and log g, so they should be in-
terpreted with caution. This particular extrapolation almost follows
the contours of « (7., log g), though, making the extrapolation less
suspect. The extrapolation in metallicity is potentially a bigger is-
sue, but the apparent lack of metallicity dependence of their results,
warrants a comparison with our [Fe/H] = 0.0 grid.

Piau et al. (2011) studied the red (cool) edge of the RGB, based
on a sample of 38 nearby Galactic disc sub-giants and giants with
interferometrically determined radii. They find that the red edge,
constrained by six stars, is best fitted with « = 1.68 compared with
their solar calibration of o = 1.98. They also find that a single
value fits the observations over a decade of luminosity, in agreement
with our calibration showing RGB evolution along contours of «.
Our results suggest, however, that aggg, for their mass of 0.95 M,
should be only 0.04 smaller than ¢ . Their sample is close to solar
metallicity, with the spread of the observations around the evolution
tracks being accounted for by the metallicity effect on the stellar
models.

Studying binaries in the Hyades, Yildiz (2006) found a mixing
length that varies a factor of 2.3 over the MS mass-range of 0.77—
1.36 M. Our calibration suggests a factor 1.15 variation instead,
and in the opposite sense (see Fig. 15 c).

With further constraints from asteroseismic observations and
analysis Mathur et al. (2012) found « ranging from 1.6 to 2.2
for 22 MS Kepler targets ranging from 0.8 to 1.3 M. They found
a possible increase of o with T, possibly with a bump around
T ~ 5800 K of amplitude ~0.2, but with sizeable scatter. Bonaca
et al. (2012) similarly found a weak increase with T.g (without
a bump, though) and also with log g and metallicity, [Fe/H], for
the MS stars in their sample. Both of these results are contin-
gent on the prescriptions for accounting for the surface effect: the
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systematic frequency shift between observations and 1D MLT mod-
els that signal differences around the upper turning point of the
modes (Christensen-Dalsgaard & Thompson 1997; Kjeldsen, Bed-
ding & Christensen-Dalsgaard 2008). The surface effect constitutes
asizeable systematic effect in both analyses. Recently Metcalfe et al.
(2014) analysed 42 Kepler targets including solar-like oscillators,
F-stars and subgiants, taking special care to physically constrain the
surface effect. They find «-values that agree with our calibrations,
although the dependence on both T, and log g is stronger than ours.
The metallicities of their sample ranges from [Fe/H] = —0.6 to +0.5
with an average and rms scatter of —0.06 % 0.20, as well as a single
metal-poor star of [Fe/H] = —1.14. They find that « increases with
[Fe/H], and that the behaviour with T, and log g does not change
significantly when only the solar metallicity, |[Fe/H]| < 0.2, sub-
sample is analysed.

In general, the range of « values from our calibration is smaller
than what is suggested by the various types of stellar model fitting
employed above. This can be due to a number of issues, both in
the modelling and in the interpretations of observations. In the for-
mer category, any inadequacies or inconsistencies in the treatment
of atmospheric opacities and 7(z) relations will be absorbed into
the calibrated values of «. In the latter category, the translation be-
tween observations (whether photometric or spectroscopic) and T
is one of the most important. To take the temperature of a star is
a non-trivial endeavour, but recent advances have been made by,
e.g. Casagrande et al. (2010) and Meléndez et al. (2010) based on
observations of solar twins (stars that are spectroscopically and pho-
tometrically indistinguishable from the Sun), and by Huber et al.
(2012) based on asteroseismic analysis of Kepler and CoRoT obser-
vations, coupled with interferometric measurements of stellar radii.
These calibrations of the T.g-scale are being used in an absolute
calibration of a range of photometric systems, based on synthetic
photometry of the grid of simulations that we present here.

The mixing length of stellar atmosphere models has also been
calibrated against stellar spectra, which is a profoundly different
kind of calibration. Fuhrmann, Axer & Gehren (1993), van’t Veer-
Menneret & Mégessier (1996) and Gardiner, Kupka & Smalley
(1999) all found that only a small value of & = 0.5 can reproduce
the shape of solar Balmer lines. This is half of the atmospheric mass
mixing length found by Trampedach & Stein (2011), and thus does
not reflect the scale of mixing. Nor does it correspond to the entropy
jump in the atmosphere, which is effectively the quantity calibrated
when observed global properties are fitted with evolution models.
Instead it reflects the larger superadiabatic gradient of the warm
granules, which dominate the emergent spectrum, including the
Balmer lines, due to their brightness (Asplund 2005; Trampedach
2010). The solar Balmer lines have been successfully modelled in
NLTE, based on a 3D convection simulation (Pereira et al. 2013),
and less successfully with 1D PHOENIX models (Hauschildt, Al-
lard & Baron 1999, using & = 1.0) and MARCS models (Gustafsson
et al. 2008, using o = 1.5).

The effects on stellar evolution models, of varying both the 7(7)
relation and « according to our simulations, will be addressed in
Paper II1.

9 CONCLUSION

We have calibrated the MLT parameter « by matching 1D envelope
models with 3D RHD simulations, and established a significant
variation of o with stellar atmospheric parameters Tey and ggyf-
Our results show a triangular plateau with o 2~ 1.76 stretching from
the bottom of the RGB at log g = 3.3 to T ~ 6 400—4 800 K on the
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MS. A similar plateau was found in the calibration by LFS against
2D simulations. This plateau includes the Sun, as well as the o Cen
system and their evolution so far. This suggests a common and
constant ¢« for the evolution from the MS of these three stars, but
much of the PMS evolution would have occurred with higher «, as
shown in Fig. 4.

As stars ascend the giant branch, we see that they evolve
largely along contours of constant «. During this evolution-
ary stage o decreases with mass, from (M = 0.4) = 1.75 to
a(M =4.8Mg) = 1.56 (simulations No. 2 to 3). The largest gradi-
ents in o occur during the evolution of low-mass stars, M < 0.8 M,
and for higher mass stars, M > 1.2 M), crossing the Hertzsprung
gap after the turn-off from the MS.

Although various values of o have been considered in the mod-
elling of stellar evolution, an « varying during the evolution of a star
has, to our knowledge, not been tried yet. Results of such evolution
calculations are presented in Paper III.

In Section 7, we investigated how changes to the radiative part
of the outer boundary affect the structure of a star, using the depth
of the outer convection zone as a global measure. We evaluated the
linear response of the change in depth of the convection zone caused
by changes in atmospheric opacity, 7(t) relation and mixing length,
respectively. Our analysis in Section 7.1 shows that the convection
zone is about equally sensitive to the three kinds of changes, and
consequently different MLT parameter triplets can easily result in
the same global properties of a stellar model. References to a par-
ticular mixing length are therefore less useful unless accompanied
by references to the atmospheric opacity and 7(t) relation.

We also compared the effects of various commonly used assump-
tions about the 7(t) relation, and concluded that using the old solar
T(7) relation as given by Krishna Swamy (1966), scaled to the Tes
of each star, results in convection zones that are shallower by up to
7 per cent of the radius (see Fig. 12). Using scaled versions of the
T(7) relation from the solar simulation also introduces systematic
effects, causing deeper convection zones in stars cooler than the Sun
and shallower ones in warmer stars. Using a 5000 A T(7) relation
with a Rosseland opacity has a similar but smaller effect. We recom-
mend a consistent usage of 7(t) relations and their corresponding
opacities in stellar structure and evolution calculations.

We stress that the choice of o depends on the choice of atmo-
spheric physics, i.e. T(7) relation and atmospheric opacity. Em-
ploying the commonly used scaled solar 7(t) relation will alter the
effect of «, as shown in Sections 7.2 and 7.3. We recommend that
our calibrated o values be used with the atmospheric opacities and
individual 7(7) relations from Paper 1.

As ground-based and especially space-borne asteroseismology
with CoRoT and Kepler is now providing strong constraints on the
structure of stars other than the Sun, stronger demands are placed
on our theoretical models. Keeping our models ahead of the astero-
seismic capabilities of the next missions, TESS and PLATO, and the
recently launched astrometry mission, Gaia, is a great challenge for
the modelling community.

An absolute calibration of the mixing-length parameter, «, is the
first step towards improving the treatment of convection in stellar
structure models. A fundamentally improved formulation of con-
vection is of course desirable, but has proven rather difficult to come
by. Various attempts have been made to rectify this situation. Canuto
(1992) present a formulation based on fully developed turbulence,
which, however, does not account for the steep density gradient and
the inherent asymmetry between up- and downflows. Lydon, Fox &
Sofia (1992) base their model on 3D hydrodynamical simulations of
convection, and this is probably the most promising way forward.
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A number of approximations render their results less than optimal
for the next generation of convection models, however.

With the connection between MLT and realistic 3D convection
simulations, discussed in Section 2 and by Trampedach & Stein
(2011), we find a properly calibrated mixing-length formulation,
with the mixing length being proportional to the pressure scale-
height, to be the best choice for the time being.

Data  retrieval. A file with the calibrated mixing
length parameters and Fortran 77 routines for read-
ing and interpolating the data can be downloaded from
http://cdsarc.u-strasbg.fr/viz-bin/qcat?2J/MNRAS/442/805. The
data-file contains both the radiative Hopf functions, g(Tgress), as
found in Paper I, and the calibrated mixing-length parameter, «, as
function of atmospheric parameters, T and log g. The URL also
contains the routines necessary for setting up and interpolating in
the triangulation of the irregular grid of simulations (Renka 1984).
Finally, we also supply a simple user-level function to include in
stellar structure codes, which does not require any knowledge of
the data or the details of the triangulation.

The opINT opacity interpolation package can be downloaded from
http://phys.au.dk/~hg62/OPINT, together with the atmospheric
opacities from our calculation (Paper I, Section 3.1), merged with
interior OP opacities (cf. Section 4).
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